
 
 
 
Joint Interoperability Test Command (JTE) 18 Jun 13 
 
 
MEMORANDUM FOR DISTRIBUTION  
 
SUBJECT:  Joint Interoperability Certification of the CommScope C9264 Optical Line Terminal 

(OLT) with Software Release R3.1.1, associated Optical Network Units (ONU), and 
Finisar Small Form-Factor Pluggable (SFP) with Software Release R2.4.2   

 
References:  (a) Department of Defense Instruction 8100.04, "DoD Unified Capabilities (UC)," 

9 December 2010 
 (b) DoD CIO, Memorandum, "Interim Guidance for Interoperability of Information 
 Technology (IT) and National Security Systems (NSS)," 27 March 2012 
 (c) through (e), see Enclosure 1 
 
 
1.  Certification Authority.  References (a) and (b) establish the Joint Interoperability Test 
Command (JITC) as the Joint Interoperability Certification Authority for the Unified Capabilities 
(UC) products. 
  
2.  Conditions of Certification.  The CommScope C9264 OLT with Software Release (SR) 
R3.1.1, Finisar SFP R2.4.2, and ONUs CM-7024A with SR R1.1.9, CM-8024A with SR R1.0.2, 
CS-8001A with SR R2.4.2, CS-8004A with SR R2.4.3; hereinafter referred to as the System 
Under Test (SUT), meets all of the  critical requirements of the Unified Capabilities 
Requirements (UCR), Reference (c), with the exceptions/caveats noted in Tables 1-3 of this 
report.  The SUT is certified for joint use as a High Availability (HA) Passive Optical Network 
(PON) for the OLT, but cannot support more than 96 voice subscribers on any of the ONUs that 
are connected to an individual PON link.  Additionally, the Finisar SFP R2.4.2 is certified with 
the Brocade XMR 4000 and Enterasys S4 switches, but is also certified with any switch on the 
UC Approved Products List that supports an SFP transceiver that is compliant with 
specifications in a multi-vendor source agreement, which includes Brocade and Enterasys.  This 
certification expires upon changes that affect interoperability, but no later than three years from 
the date of this memorandum. 
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Table 1.  Conditions 

 

Condition (See Note) Operational 
Impact Remarks 

Per LoC, CommScope SUT does not fully comply with RFC 
2819, Remote Network Monitoring Management Information 
Base, Reference UCR 2013 Paragraph 7.5.2.3.c Minor 

Concur with vendor POAM and to annotate in the 
vendor Deployment Guide that the following 
optional MIBs are not implemented:  Host, Host 
Top N, Matrix,  Filter, and  Capture 

Per LoC, CommScope SUT does not comply with 802.1X, Port-
based access control, Reference UCR 2013 Paragraph 7.5.2.4.1.e  Minor 

Concur with vendor POAM and to annotate in the 
vendor Deployment Guide detailing mitigation 
steps to deploy MAC filtering as a Condition of 
Fielding (CoF). 

Per LoC, CommScope SUT does not support a MTU of 1280 
bytes as described in RFC 2460/5095, Reference UCR 2013 
Paragraph 5.2.1.1 IP6-000090 

Minor 
CoF that the SUT cannot interface with the NSA 
approved IP encryptors. 

Per LoC, the CommScope SUT partially supports MIBs based on 
RFC 4293, Reference UCR 2013 Paragraphs 5.2.1.10 IP6-000890 
and IP6-000930 

Minor 
Concur with vendor POAM to implement required 
MIB tables NLT 1 September 2013. 

The CommScope ONU does not support dual PON uplinks and 
therefore does not provide a method to support PON Survivability 
Requirements per UCR 2013 Section 7.5.24 EDG-001020 

Minor 
CoF that the SUT cannot provide a design with 
more than 96 voice subscribers on an individual 
PON link for High Availability (HA). 

 
NOTE: 
The CommScope C9264 OLT Release R3.1.1 meets all of the critical interoperability requirements.  The discrepancies addressed in this table 
were adjudicated by DISA to have a minor operational impact. 
 
LEGEND: 
CoF Condition of Fielding 
DISA Defense Information Systems Agency 
LoC Letter of Compliance 
MAC Medium Access Control 
MIB Management Information Base 
MTU Maximum Transmission Unit 
NLT No Later Than 
NSA National Security Agency 
 

 
 
ONU Optical Network Unit 
POAM Plan of Actions and Milestones 
PON Passive Optical Network 
RFC Request for Comment 
SUT System Under Test 
UCR Unified Capabilities Requirement 
TDR Technical Discrepancy Report 
TP Test Procedure 

 
3.  Interoperability Status.  Table 2 provides the SUT interface interoperability (IO) status and 
Table 3 provides the Capability Requirements (CR) and Functional Requirements (FR) status.  
Table 4 provides a Unified Capabilities (UC) Approved Products List (APL) product summary. 
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Table 2.  Interface Status 

 

Interface 
Threshold CR/FR  

Requirements 

(See Note 1) 

Status 
(See Note 2) Remarks 

Network Management Interfaces 
IEEE 802.3i (10BaseT UTP) 1,3,9-15,19 Certified None 
IEEE 802.3u (100BaseT UTP)    1,3,9-15,19 Certified None 

NNI 
IEEE 802.3u (100BaseT UTP) 1-9,16,18-19,21-23 Not Supported None 
IEEE 802.3u (100BaseFX) 1-9,16, 18-19,21-23 Not Supported None 
IEEE 802.3ab (1000BaseT UTP) 1-9,16, 18-19,21-23 Certified None 
IEEE 802.3z (1000BaseX Fiber) 1-9,16, 18-19,21-23 Certified None 
IEEE 802.3ae (10000BaseX Fiber) 1-9,16, 18-19,21-23 Certified None 

OLT to ONT Interfaces 
GPON IAW G.984 series (G.984.1 
through G.984.7) 1-10,16-19,21-24 Certified N/A 

EPON IAW 802.3ah (1 Gbps) 1-10,16-19,21-24 Certified None 
GEPON IAW 802.3av (10 Gbps) 1-10,16-19,21-24 Not Supported None 
BPON IAW G.983 1-10,16-19,21-24 Not Supported None 

UNI 
10 Mbps IAW IEEE 802.3i 1-9,16,18-19,21-23 Certified None 
100 Mbps IAW IEEE 802.3u 1-9,16,18-19,21-23 Certified None 
1000 Mbps IAW IEEE 802.3z 1-9,16,18-19,21-23 Not Supported None 
1000 Mbps IAW IEEE 802.3ab 1-9,16,18-19,21-23 Certified None 

 
NOTES:    
1.  The SUT high-level CR and FR ID numbers depicted in the Threshold CRs/FRs column can be cross-referenced in Table 3.  These high-
level CR/FR requirements refer to a detailed list of requirements provided in Table 3-5.  
2.  The SUT must provide a minimum of one of the listed interfaces.   
 
 
LEGEND: 
BPON Broadband Passive Optical Network 
CR Conditional Requirements 
EPON Ethernet Passive Optical Network 
FR Functional Requirements 
IAW In Accordance With 
ID              Identification 
IEEE Institute of Electrical and Electronics Engineers 
Gbps Gigabits per second 
 

 
 
GEPON Gigabit Ethernet Passive Optical Network 
GPON Gigabit Passive Optical Network 
N/A Not Applicable 
NNI Network to Network Interface 
OLT Optical Line Terminal 
ONT Optical Network Terminal 
UNI User Network Interface 
UTP Unshielded Twisted Pair 
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Table 3.  SUT Capability Requirements and Functional Requirements Status 

 
CR/FR 

ID UCR Requirement (High-Level) (See Note 1) Status 

1 Interfaces (R) Partially Met (See Note 2) 
2 Class of Service Markings (R) Partially Met (See Note 3) 
3 Virtual Local Area Network Capabilities (R) Met 
4 Protocols (O) Met 
5 Quality of Service Features (R) Partially Met (See Note 3) 
6 Voice Services (R) Met 
7 Video Services (R) Met 
8 Data Services (R) Met 
9 Information Assurance (R) Met 

10 PON Network Management (R) Partially Met (See Reference (e) and 
Note 2) 

11 Configuration Control (R) Met 
12 Operational Changes (R) Met 
13 Performance Monitoring (R) Met 
14 Alarms (R) Met 
15 Reporting (R) Met 
16 Fiber Media (R) Met 
17 Radio Frequency-over-Glass (O) Not Met (See Note 4) 
18 Traffic Engineering (R) Met 
19 Virtual Local Area Network Design and Configuration (R) Met 
20 Power Backup (R) Site-specific requirement 
21 Availability (O) Partially Met (See Note 5) 
22 Redundancy (R) Partially Met (See Notes 5 and 6) 
23 Survivability (R) Not Met (See Note 6) 
24 Summary of Passive Optical Network Requirements by Subscriber Mission (R) Partially Met (See Table 1) 

NOTES:  
1.  The annotation of ‘required’ refers to a high-level requirement category.  The applicability of each sub-requirement is provided in Table 3-5. 
2.  The SUT did not support the following optional MIBs per RFC 2819 (RMON) requirements: Host, Host Top N, Matrix,  Filter, and  
Capture.  DISA adjudicated this discrepancy as minor on April 23, 2013. 
3. ONU devices do not support direct prioritization of traffic with DSCP values; however, they do have the ability to prioritize by mapping 
higher DSCP values to IEEE 802.1p bits of classification in order to maintain four queues of prioritized traffic. 
4.  Vendor did not submit a RFoG solution during this evaluation. 
5.  Vendor submitted availability documentation meets HA requirements for the Optical Line Terminal, but the SUT cannot meet full 
redundancy for more than 96 voice subscribers on an individual PON link. 
6.  The vendor solution did not provide a Layer 2 dynamic rerouting protocol. DISA adjudicated this discrepancy on April 23, 2013, with the 
CoF statement that the solution cannot have more than 96 voice subscribers on a High Availability PON link. 
 
LEGEND: 
CR Capability Requirement 
DSCP        Differentiated Services Code Point  
FR Functional Requirement 
HA             High Availability 
IA Information Assurance 
ID Identification 
IEEE Institute of Electrical and Electronics Engineers 
O Optional 
 

 
ONU         Optical Network Unit 
PON          Passive Optical Network 
R Required 
RFoG        Radio Frequency-over-Glass 
SUT System Under Test 
TIC Technology Integration Center 
UCR Unified Capabilities Requirements 
USAISEC U.S. Army Information Systems Engineering Command 
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Table 4.  UC APL Product Summary 

 
Product Identification 

Product Name CommScope GPON C9264 OLT 

Software Release R3.1.1 
UC Product Type(s) PON 

Product Description GPON High Density, High Capacity Optical Line Terminal Platform, basic system set with chassis, two 
switching and CPU modules, three fan modules, and two ac power supplies 

Product Components (See Note 1) Component Name (See Note 2) Version Remarks 
OLT chassis platform with NNI 
and PON interfaces. C9264 OLT R3.1.1 Redundant CPU and power 

modules. 

ONU device with PON and UNI 
interfaces CM-8024A ONU R1.0.2 

Gigabit Ethernet L2 Switch, 24 
ports, 1000 BaseT, two uplink 
module slots 

ONU device with PON and UNI 
interfaces CS-8004A ONU R2.4.3 

EPON Optical Network Unit, four 
10/100/1000 BaseT subscriber 
ports 

ONU device with PON and UNI 
interfaces CS-8001A ONU R2.4.2 EPON Optical Network Unit, one 

10/100/1000 BaseT subscriber port 

ONU device with PON and UNI 
interfaces CM-7024A ONU R1.1.9 

Fast Ethernet L2 Switch, 24 ports, 
100 BaseTX, 
PoE, two uplink module slots 

SFP Finisar ONU uplink PON 
module EPON SFP ONU R2.4.2 

Can be used with any SFP-enabled 
device including switches and 
routers (tested with Brocade and 
Enterasys only) 

 
NOTES:   
1.  The detailed component and subcomponent list is provided in Enclosure 2.   
2.  Components bolded and underlined were tested by USAISEC TIC. 
 
LEGEND: 
APL Approved Products List 
CPU Central Processing Unit 
EPON Ethernet Passive Optical Network 
GPON Gigabit Passive Optical Network 
L2 Layer 2 
NNI Network to Network Interface 
PoE           Power over Ethernet 
PON Passive Optical Network  
 

 
 
OLT Optical Line Terminal 
ONU Optical Network Unit 
SFP Small Form-Factor Pluggable 
TIC Technology Integration Center 
UC Unified Capabilities 
UNI               User Network Interface 
USAISEC United States Army Information Systems Engineering 

Command 
 

 
4.  Test Details.  This finding is based on interoperability testing, DISA adjudication of open test 
discrepancy reports (TDRs), review of the vendor’s Letters of Compliance (LoC), and DISA 
Certifying Authority (CA) Recommendation for inclusion on the UC APL.  Testing was 
conducted at USAISEC TIC at Fort Huachuca, Arizona, from 18 March 2013 through 29 March 
2013 using test procedures derived from Reference (d).  DISA adjudication of outstanding TDRs 
was completed on 23 April 2013.  Review of the vendor’s LoC was completed on 1 April 2013.  
The DISA CA provided a positive Recommendation on 28 May 2013 based on the security 
testing completed by USAISEC TIC-led IA test teams and the results published in a separate 
report, Reference (e).  Enclosure 2 documents the test results and describes the tested network 
and system configurations.  Enclosure 3 provides a detailed list of the interface, capability, and 
functional requirements.    
 
5.  Additional Information.  JITC distributes interoperability information via the JITC 
Electronic Report Distribution (ERD) system, which uses Unclassified-But-Sensitive Internet  



JITC Memo, JTE, Joint Interoperability Certification of the CommScope C9264 Optical Line 
Terminal (OLT) with Software Release R3.1.1, associated Optical Network Units (ONU), and 
Finisar Small Form-Factor Pluggable (SFP) with Software Release R2.4.2   

6 
 

 
Protocol Router Network (NIPRNet) e-mail.  Interoperability status information is available via 
the JITC System Tracking Program (STP).  STP is accessible by .mil/.gov users at 
https://stp.fhu.disa.mil/ (NIPRNet).  Test reports, lessons learned, and related testing documents 
and references are on the JITC Joint Interoperability Tool (JIT) at https://jit.fhu.disa.mil/ 
(NIPRNet).  Due to the sensitivity of the information, the Information Assurance Accreditation 
Package (IAAP) that contains the approved configuration and deployment guide must be 
requested directly through government civilian or uniformed military personnel from the Unified 
Capabilities Certification Office (UCCO), e-mail:  disa.meade.ns.list.unified-capabilities-
certification-office@mail.mil.  All associated data is available on the DISA UCCO website 
located at http://www.disa.mil/ucco/.  
 
6.  Point of Contact (POC).  The testing point of contact is Mr. James Hatch, commercial 
telephone (520) 533-2860, DSN telephone 821-2860; e-mail address 
james.d.hatch12.civ@mail.com.  The JITC point of contact is Ms. Anita Mananquil, commercial 
telephone (520) 538-5164, DSN telephone 879-5164, FAX DSN 879-4347; e-mail address 
anita.l.mananquil.civ@mail.mil; mailing address Joint Interoperability Test Command, ATTN:  
JTE (Ms. Anita Mananquil) P.O. Box 12798, Fort Huachuca, AZ 85670-2798.  The UCCO 
tracking number for the SUT is 1223401.  
 
FOR THE COMMANDER: 
 
 
 
3  Enclosures a/s 
 

for RICHARD A. MEADOR 
 Chief 
 Battlespace Communications Portfolio 

 
 

Distribution (electronic mail): 
DoD CIO 
Joint Staff J-6, JCS 
USD(AT&L)  
ISG Secretariat, DISA, JTA 
U.S. Strategic Command, J665 
US Navy, OPNAV N2/N6FP12 
US Army, DA-OSA, CIO/G-6 ASA(ALT), SAIS-IOQ 
US Air Force, A3CNN/A6CNN 
US Marine Corps, MARCORSYSCOM, SIAT, A&CE Division 
US Coast Guard, CG-64 
DISA/TEMC 
DIA, Office of the Acquisition Executive 
NSG Interoperability Assessment Team 
DOT&E, Netcentric Systems and Naval Warfare 
HQUSAISEC, AMSEL-IE-IS 
UCCO 

https://stp.fhu.disa.mil/
https://jit.fhu.disa.mil/
mailto:disa.meade.ns.list.unified-capabilities-certification-office@mail.mil
mailto:disa.meade.ns.list.unified-capabilities-certification-office@mail.mil
http://www.disa.mil/ucco/
mailto:james.d.hatch12.civ@mail.com
mailto:anita.l.mananquil.civ@mail.mil


Enclosure 1 

ADDITIONAL REFERENCES 
 

(c)  Office of the Department of Defense Chief Information Officer, “Department of Defense 
Unified Capabilities Requirements 2013,” March 2013 
(d)  Joint Interoperability Test Command, “UCR 2013 PON Component IO Test Plan”,” Draft 
(e) U.S. Army Information Systems Engineering Command, Technology Integration Center 

(USAISEC TIC), “Information Assurance (IA) Assessment of CommScope C9264 OLT 
(Tracking Number 1223401),”  24 April 2013 

 
 
 
 



Enclosure 2 

CERTIFICATION SUMMARY 
 
 
1.  SYSTEM AND REQUIREMENTS IDENTIFICATION.  The CommScope C9264 OLT 
Release R3.1.1 is hereinafter referred to as the System Under Test (SUT).  Table 2-1 depicts the 
SUT System and Requirements Identification. 
 

Table 2-1.  System and Requirements Identification 
 

System Identification 
 Sponsor United States Army  
 Sponsor Point of Contact PM I3MP, POC:  Mr. Jordan Silk, USAISEC TIC, Building 53302, Fort Huachuca, 

Arizona 85613; e-mail:  jordan.r.silk.civ@mail.mil. 
 Vendor Point of Contact Kevin Gleason, Director – Technical Sales- Federal, CommScope, Inc., 1100 CommScope 

Place SE, Hickory, North Carolina 28602, kgleason@commscope.com  
 System Name CommScope GPON C9264 OLT 
 Increment and/or Version R3.1.1 
 Product Category PON 
System Background 
 Previous certifications  None 
Tracking 
 UCCO ID 1223401 
 System Tracking Program  ID 4695 
Requirements Source 
 Unified Capabilities Requirements Unified Capabilities Requirements 2013, March 2013 
 Remarks  
Test Organization(s) USAISEC TIC 
 
NOTES: None 
.   
LEGEND:  
GPON Gigabit Passive Optical Network 
ID Identification  
I3MP Installation Information Infrastructure Modernization    
Program 
OLT Optical Line Terminal 
POC Point of Contact 
 

PON Passive Optical Network 
PM Program Manager 
TIC Technology Integration Center 
UCCO  Unified Capabilities Connection Office 
USAISEC United States Army Information Systems Engineering 
Command 

 
2.  SYSTEM DESCRIPTION.  Passive Optical Network (PON) is a technology composed of 
an Optical Line Terminal (OLT), a varying number of Optical Network Units/Terminals 
(ONUs/ONTs) with fiber optic cable and splitters connecting them.  Interface from the backbone 
network [Network-to-Network Interface (NNI) or Ingress] is provided by the OLT while the user 
interface [User Network Interface (UNI) or Egress] is provided by the ONT.  A PON is a 
converged transport schema designed to carry multiple services such as VoIP, Data, IP Video, 
and Radio Frequency (RF) Video.   
 
Component 1.  The C9264 is a high-density, high-capacity OLT capable of controlling up to 
4,069 ONUs. Ideal for enterprise customers, its multi-function, fiber-to-the-home (FTTH) design 
provides operators with a cost-effective solution for reliable triple-play services.  It provides a 
960Gbps switching backplane, 10GE next-generation platform in an 8RU, 19” rack-mounted 

mailto:kgleason@commscope.com
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chassis. The C9264 OLT supports IEEE 1588v1/v2 as well as Synchronous Ethernet for precise 
timing and synchronization.  Each chassis features space for two switch and control modules 
(SCM), two power supply modules (PSM), two line interface modules (LIM) and eight PON 
interface modules (PIM). The C9264 incorporates full redundancy of the SCM and PSM for 
excellent availability and reliability. 
 
Component 2.  The CM-8024A/7024A multi-user ONUs are designed into a compact 1RU, 19” 
rack-mounted unit that features either 24FE, 24GE or 24GE/PoE ports, along with two uplink 
ports for optional redundancy.  
 
Component 3.  The CS-8004A/8001A single-user ONUs are created for low-cost indoor 
deployments such as FTTH and FTTDesktop. Each 1RU, 19” unit uses IEEE 802.3ah EPON 
technology and features four each, Logical Link Identifiers (LLID), AES-128 encryption, and 
provides dying gasp and remote loopback test support for easy and accurate fault diagnostics.  
 
Component 4.  The EPON SFP ONUs can be used with any SFP-enabled device (validated with 
Enterasys S4 and Brocade XMR-4000) including switches and routers, allowing you to 
customize ONU functionality to your specific needs.  
 
3.  OPERATIONAL ARCHITECTURE.  The Unified Capabilities (UC) architecture is a two-
level network hierarchy consisting of Defense Information Systems Network (DISN) backbone 
switches and Service/Agency installation switches.  The Department of Defense (DoD) Chief 
Information Officer (CIO) and Joint Staff policy and subscriber mission requirements determine 
which type of switch can be used at a particular location.  The UC architecture, therefore, 
consists of several categories of switches.  Figure 2-1 depicts the notional operational UC 
architecture for the SUT, and Figure 2-2 depicts the PON functional model. 
 
4.  TEST CONFIGURATION.  The SUT was tested at USAISEC TIC, Fort Huachuca, Arizona 
in a manner and configuration similar to that of a notional operational environment.  Testing of 
the system’s required functions and features was conducted using the test configurations depicted 
in Figures 2-3 and 2-4.  Figure 2-3 depicts the minimum test architecture for testing PONs.  
Figure 2-4 depicts the SUT’s test configuration.  Testing was conducted after Information 
Assurance testing using the same configuration. 
 
5.  METHODOLOGY.  Testing was conducted using PON product requirements derived from 
the Unified Capabilities Requirements (UCR) 2013, Reference (c), and the UCR 2013 PON 
Component IO Test Plan test procedures, Reference (d).  Any discrepancies noted were written 
up in Test Discrepancy Reports (TDRs).  The vendor submitted Plan of Action and Milestones 
(POA&M) as required.  The TDRs were adjudicated by the Defense Information Systems 
Agency (DISA) as minor.  Any new discrepancy noted in the operational environment will be 
evaluated for impact on the existing certification.  These discrepancies will be adjudicated to the 
satisfaction of DISA via a vendor POA&M, which will address all new critical TDRs within 120 
days of identification.           
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LEGEND: 
ASLAN Assured Services Local Area Network 
AS-SIP Assured Services Session Initiation Protocol 
DCO Defense Connection Online 
DISA Defense Information Systems Agency 
DISN Defense Information Systems Network 
DISR Department of Defense Information Technology Standards 

Registry 
EBC Edge Boundary Controller 
EI End Instrument 
IP Internet Protocol 
IPSec Internet Protocol Security 
ISP Internet Service Provider 
LSC Local Session Controller 
 

 
 
MFSS Multifunction Softswitch 
PKI Public Key Infrastructure 
QoS Quality of Service 
SBC Session Border Controller 
SRTP Secure Real-Time Transport Protocol 
SS Softswitch 
SSL Secure Socket Layer 
TLS Transport Layer Security  
UC Unified Capabilities 
VLAN Virtual Local Area Network 
VVoIP Voice and Video over IP 
XMPP Extensible Messaging and Presence Protocol 
 

 
Figure 2-1.  Notional UC Network Architecture  
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LEGEND: 
AAA Authentication, Authorization, and Accounting 
DISN Defense Information Systems Network 
GPON Gigabit PON 
LAN Local Area Network  
NNI Network-to-Network Interface 
 
 

 
 
PC Personal Computer 
PON Passive Optical Network 
SC Session Controller 
UNI User Network Interface 
 

 
Figure 2-2.  PON Functional Reference Model 
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LEGEND: 
ASLAN Assured Services Local Area Network 
Gig            Gigabits Per Second 
Mbps        Megabits Per Second 
NNI Network-to-Network Interface  
PON Passive Optical Network 
 

 
 
SUT System Under Test 
TMDE Test, Measurement, Diagnostic Equipment 
UNI User Network Interface 
 

 
Figure 2-3.  PON Minimum Test Architecture 
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LEGEND: 
AD Active Directory 
GbE Gigabit Ethernet 
Mgmt Management 
Mpbs Megabits per second 
NNI Network to Network Interface 
NTP Network Time Protocol 
OLT Optical Line Terminal 
ONU Optical Network Unit 
UNI User Network Interface 
PON Passive Optical Network 
 

 
RAE Required Ancillary Equipment 
SFP Small Form-Factor Pluggable 
SNMP Simple Network Management Protocol 
SUT System Under Test 
Syslog System Log 
TACACS Terminal Access Controller Access Control System 
tag VLAN tagged traffic 
untag VLAN untagged traffic 
VLAN Virtual Local Area Network 
 

 
Figure 2-4.  SUT Test Configuration 

 
 
6.  INTEROPERABILITY REQUIREMENTS, RESULTS, AND ANALYSIS.  The 
interface, Capability Requirements (CR) and Functional Requirements (FR), Information 
Assurance (IA), and other requirements for PONs are established by UCR 2013, section 7.5.     
 
     a.  The common PON operational framework technologies in use are Ethernet PON (EPON), 
Broadband PON (BPON) and Gigabit PON (GPON).  The UCR 2013, section 7.5.2, defines four 
types of interfaces in a typical PON:  Network to Network Interface (NNI), Optical Line 
Terminal (OLT) to Optical Network Terminal (ONT), Network Management, and User Network 
Interface (UNI).  The SUT interface status is provided in Table 3-1. 

 
(1) Network to Network Interface (NNI) (Ingress).  The NNI interface is composed of 

the uplink between the OLT and the Core network (LAN or WAN).  The UCR 2013, section 
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7.5.2.1 states that the PON must support either 100 Mbps IAW IEEE 802.3u or 1000 Mbps IAW 
IEEE 802.3z.  Other rates and IEEE standards may be provided as optional interfaces.  The SUT 
NNI ports shall provide the parameters on a per-port basis as specified in Table 3-4.  The SUT 
may provide a Fibre channel interface IAW ANSI INCITS T11.2 and T11.3 (previously known 
as X3T9.3).   The SUT supports NNI interfaces of 1000 and 10000 Mbps IAW IEEE 802.3z and 
802.3ae. 

 
(2) Optical Line Terminal (OLT) to Optical Network Terminal (ONT) (PON interface).  

The UCR 2013, section 7.5.2.2 states that the PON system shall provide one of the following 
PON technologies.   

 
(a) GPON IAW ITU-T G.984 series (G.984.1 through G.984.7) 
(b) EPON IAW IEEE 802.3ah 
(c) Gigabit Ethernet PON (GEPON) IAW IEEE 802.3av 
(d) BPON IAW ITU-T G.983  

 
If the PON supports GPON, then the OLT to ONT interface is defined by the ONT Management 
Control Interface (OMCI) protocol and was standardized and defined by the ITU standard 
G.984.4.  The number of ONTs is driven by the required bandwidth for each user and in 
accordance with the traffic engineering guidelines in Section 7.5.19, Traffic Engineering. The 
OLT to ONT interface will support the Telcordia Standards shown in Table 7.5-1, OLT to ONT 
Signaling Standards.  The SUT supports (b) above. 

 
(3) Network Management.  The UCR 2013, section 7.5.2.3 states that the PON products 

shall support the following network monitoring features:  
 

(a) Simple Network Management Protocol (SNMP) IAW RFCs 1157, 3410, 3411, 
3412, 3413, and 3414.  The SUT met the requirements through the vendor’s LoC and testing.  
The SilverCreek SNMP Test Suite was used to capture SNMP traps. 

 
(b) SNMP Traps IAW RFC 1215.  See (a) above. 

 
(c) Remote Monitoring (RMON) IAW RFC 2819.  The SUT partially met this 

requirement through the vendor’s LoC.  DISA adjudicated this as minor on April 23, 2013. 
 

(d) Coexistence between Version 1, Version 2, and Version 3 of the Internet-
standard Network Management Framework IAW RFC 3584.  The SUT met this requirement 
through the vendor’s LoC. 
 

(e) The Advanced Encryption Standard (AES) Cipher Algorithm in the SNMP 
User-based Security Model IAW RFC 3826.  Security was tested by USAISEC TIC-led IA test 
teams, and the results were published in a separate report, Reference (e). 

 
(4) User Network Interface (UNI).  The UCR 2013, section 7.5.2.4 states that the PON 

products shall support at least one of the user interface rates listed below.  In addition, the PON 
must support traffic conditioning. 



 

2-8 
 

 
(a) 10 Mbps IAW IEEE 802.3i.  JITC analysis determined that the 10BaseT 

interface is a low risk for certification based on the vendor’s Letter of Compliance (LoC) to 
comply with the Institute of Electrical and Electronics Engineers (IEEE) 802.3i standard and the 
testing data collected at all other data rates.   
 

(b) 100 Mbps IAW IEEE 802.3u.  This interface linked up at the required rates and 
negotiated for the correct rates, which met this requirement. 
 

(c) 1000 Mbps IAW IEEE 802.3ab.  This interface linked up at the required rates 
and negotiated for the correct rates, which met this requirement. 
 

b.  The SUT CR/FR status and detailed requirements are provided in Table 3-2.  A summary 
of the SUT’s ability to meet UCR requirements are provided in the sub-paragraphs below.   

 
(1) Interfaces.  The UCR 2013, Section 7.5.2, states that uplink (NNI interface) between 

the OLT and the Core network (LAN or WAN) shall minimally be an IEEE 802.3 
interface.  The NNI shall  be one of the following rates:  100 Mpbs IAW IEEE 802.3u 
or 1000 Mbps IAW IEEE 802.3z.  The OLT to ONT/ONU PON interfaces shall 
provide one the following PON (OLT to ONT/ONU) technologies:  GPON IAW 
G.984 series, EPON IAW 802.3ah. (1 Gbps), GEPON IAW 802.3av (10 Gbps), 
BPON IAW G.983.  The network Management Interface shall support the following 
network monitoring features:  SNMP IAW RFCs1157, 3410, 3411, 3412, 3413, and 
3414, SNMP Traps IAW RFC 1215, RMOW IAW RFC 2819, Internet-Standard 
Network Management Framework IAW RFC 3584, and Advanced Encryption 
Standard (AES) Cipher Algororithm in the SNMP User-based Security Model IAW 
RFC 3826.  The UNI interfaces shall provide at least one of the following user 
interface rates: 10 Mbps IAW IEEE 802.3i, 100 Mbps IAW IEEE 802.3u, 1000 Mbps 
IAW IEEE 802.3z, 1000 Mbps IAW IEEE 802.3ab.  The SUT is certified as 
interoperable for joint use with interfaces as noted in Table 3-1 

 
(2) Class of Service Markings.  The UCR 2013, section 7.5.3 states that the PON 

network shall comply with Access product requirements in section 7.2.1.3, Class of Service 
Markings, paragraph 1 (d).  The UCR 2013, section 7.2.1.3 states that the Access products 
(including PON) shall be capable of supporting the prioritization of aggregate service classes 
with queuing according to Section 7.2.1.6, Quality of Service Features.  Queuing may be 
supported in either of the two following class of service (CoS) methods: 

 
(a) Layer 3 CoS.  The SUT was tested at Layer 2 only.  However, all Layer 3 CoS 

traffic remained intact throughout the test event. 
 
(b) Layer 2 CoS.  The SUT was able to recognize and protect prioritized traffic. 

   
(3) Virtual LAN Capabilities.  The SUT met the VLAN requirements IAW UCR 2013, 

section 7.5.4 states that the NNI and UNI PON ports shall comply with section 7.2.1.4, Virtual 
LAN Capabilities.   
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(a) The UCR 2013, section 7.2.1.4 states that the products shall be capable of 

accepting VLAN tagged frames and supporting VLAN types IAW IEEE 802.1Q.  The VLAN 
IDs on an ingress port shall be configurable to any of the 4094 values except 0 and 4095. 

 
(b) The UC products must be capable of accepting VLAN tagged frames and 

assigning them to the VLAN identified in the IEEE 802.1Q VID field. 
   

(4) Protocols.  The SUT met the Protocols requirement IAW the UCR 2013, section 
7.5.5 states that the PON network shall support bridging at Layer 2 of the OSI model.   

(a) RFC 2819 Remote Network Monitoring Management Information Base -  Partial 
Comply – This discrepancy was adjudicated as minor operational impact, with the annotation in 
the vendor Deployment Guide that following optional MIBs from this RFC are not supported:  
Host, Host Top N, Matrix,  Filter, and  Capture. 

(b) Port-Base Access Control IAW 802.1x – Non-Comply – This discrepancy was 
adjudicated as minor, with the annotate in the vendor Deployment Guide detailing mitigation 
steps to deploy MAC filtering as a Condition of Fielding (CoF). 

(c)  RFC 2460/5095 Maximum Transmission Unit –Non-Comply – This discrepancy 
was adjudicated as a Condition of Fielding that the CommScope GEPON cannot interface with 
NSA approved IP encryptors.  

(d) RFC 4293 Management Information Base for the Internet Protocol (IP) – This 
discrepancy was adjudicated as minor operational impact and accepts the CommScope POA&M 
date of 1 September 2013. 

  
(5)   Quality of Service (QoS) Features.  The UCR 2013, section 7.5.6 states that the PON 

shall comply with the Access product requirements listed in section 7.2.1.6, Quality of Service 
Features.  PON products targeted for non-assured services are not subject to the Layer 3 queuing 
requirements in this section and the conditions of fielding will state whether the PON can 
support Assured Services or not. 

 
(a)  Section 7.2.1.6 states that Access products shall be capable of providing the 

following QoS features:  
 

1. Provide a minimum of four queues. 
2. Assign any incoming access/user-side tagged session to any of the queues for 

prioritization onto the egress trunk. 
3. Support Differentiated Services (DS), Per-Hop Behaviors (PHBs), and traffic 

conditioning. 
4. All queues shall be capable of having a bandwidth assigned of percentage of 

traffic.  The bandwidth or traffic percentage shall be fully configurable per queue from 0 to 100 
percent. 

5. The products shall calculate the bandwidth associated with traffic 
conditioning within a margin of error of 10 percent.  When the other queues are not saturated, the 
Best Effort traffic may surge beyond its traffic-engineered limit. 
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(b) The Access product may provide a minimum of six queues.   Only four queues 
were supported by the SUT. 

 
(c)  The Access product shall support the Differentiated Services Code Point (DSCP) 

plan as shown in UCR 2013, table 7.2-3.  The DS assignments shall be software configurable for 
the full range of six bit values.  The SUT met the QoS requirements IAW UCR 2013, section 
7.5.6, however, the Optical Network Unit (ONU) devices do not support direct prioritization of 
traffic with DSCP values but they do have the ability to prioritize by mapping higher DSCP 
values to IEEE 802.1p bits of classification in order to maintain four queues of prioritized traffic. 

 
(6)   Voice Services.  The UCR 2013, section 7.5.7 states that the PON shall meet the 

latency, jitter, and packet loss requirements listed below.  These requirements shall be achievable 
over any five-minute measured period under congested conditions.  Congested conditions are 
defined as 100 percent of link capacities (as defined by baseline traffic engineering 25 percent 
voice/signaling, 25 percent IP video, 25 percent preferred data, and 25 percent best effort traffic).   

 
(a)  The PON shall have the capability to transport prioritized voice IP packets, 

media, and signaling, with no more than 6 ms latency end-to-end (E2E) across the PON SUT.  
The measured latency for the SUT was 0.565 ms, which met the requirement. 

  
(b)  The PON shall have the capability to transport prioritized voice IP packets across 

the PON SUT with no more than 3 ms of jitter.  The measured jitter for the SUT was 0.000 ms, 
which met the requirement. 

 
(c)  The PON shall have the capability to transport prioritized IP packets across the 

PON SUT with packet loss not to exceed configured traffic engineered (queuing) parameters. 
Actual measured packet loss across the PON shall not exceed 0.045 percent within the defined 
queuing parameters.  The measured packet loss for the SUT was 0.00 percent, which met the 
requirement. 

 
(7)   Video Services.  The UCR 2013, section 7.5.8 states that the PON shall meet the 

latency, jitter, and packet loss requirements listed below.  These requirements shall be achievable 
over any five-minute measured period under congested conditions.   

 
(a)  The PON shall have the capability to transport prioritized video IP packets with 

no more than 30 ms latency across the PON SUT.  Latency is increased over prioritized voice IP 
packets because of the increased size of the packets (218 bytes for voice packets and up to 1518 
bytes for video).  The measured latency for the SUT was 0.590 ms, which met the requirement. 

  
(b)  The LAN shall have the capability to transport prioritized video IP packets 

across the PON SUT with no more than 30 ms of jitter.  The measured jitter for the SUT was 
0.000 ms, which met the requirement. 

 
(c)  The PON shall have the capability to transport prioritized video IP packets across 

the PON SUT with packet loss not to exceed configured traffic engineered (queuing) parameters. 
Actual measured packet loss across the PON shall not exceed 0.15 percent within the defined 
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queuing parameters. The measured packet loss for the SUT was 0.00 percent, which met the 
requirement. 

 
(8)   Data Services.  The UCR 2013, section 7.5.9 states that the PON shall meet the 

latency and packet loss requirements listed below.  There are no jitter requirements for preferred 
data IP packets.  These requirements shall be achievable over any five-minute measured period 
under congested conditions.   

 
(a)  The PON shall have the capability to transport prioritized data IP packets with no 

more than 45 ms latency across the PON SUT.  Latency is increased over voice IP packets 
because of the increased size of the packets (218 bytes for voice packets and up to 1518 bytes for 
data).  The measured latency for the SUT was 0.676 ms for Preferred Data and 0.731 ms for Best 
Effort Data, which met the requirement. 

  
(b)  The PON shall have the capability to transport prioritized data IP packets across 

the PON SUT with packet loss not to exceed configured traffic engineered (queuing) parameters. 
Actual measured packet loss across the LAN shall not exceed 0.15 percent within the defined 
queuing parameters.  The measured packet loss for the SUT was 0.00 percent for Preferred Data 
and 0.06 percent for Best Effort Data, which met the requirement. 

 
(9) Information Assurance.  The UCR 2013, section 7.5.10 states that the PON must 

comply with the applicable Security Technical Implementation Guides (STIGs).  The IA 
requirements were tested by USAISEC TIC-led IA test teams and the results were published in a 
separate report, Reference (e).   

 
(10) PON Network Management.  The UCR 2013, section 7.5.11 states that the network 

managers must be able to monitor, configure, and control all aspects of the network and observe 
changes in network status.  The PON infrastructure components shall have a Network 
Management (NM) capability that leverages existing and evolving technologies and has the 
ability to perform remote network product configuration /reconfiguration of objects that have 
existing DoD Global Information Grid (GIG) management capabilities.  The PON infrastructure 
components must be able to be centrally managed by an overall Network Management System 
(NMS).  In addition, Management Information Base (MIB) II shall be supported for SNMP.  In 
addition, if other methods are used for interfacing between PON products and the NMS, they 
shall be implemented in a secure manner, such as with the methods in UCR 2013, sections 
7.5.11.1 through 7.5.11.5.  The SUT partially met the requirements through the vendor’s LoC 
and testing.  DISA adjudicated RFC 2819 (RMON) discrepancy as minor on April 23, 2013. 

 
(11) Configuration Control.  The UCR 2013, section 7.5.12 states that local area 

networks shall have a Network Management (NM) capability that leverages existing and 
evolving technologies and has the ability to perform remote network product 
configuration/reconfiguration of objects that have existing DoD GIG management capabilities.  
The NMS shall report configuration change events in near-real time (NRT), whether or not the 
change was authorized.  The system shall report the success or failure of authorized 
configuration change attempts in NRT.  NRT is defined as within five seconds of detecting the 
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event, excluding transport time.  The SUT met the requirements through the vendor’s LoC and 
testing. 

 
(12) Operational Changes.  The UCR 2013, section 7.5.13 states that the PON shall 

report the status of networks and associated assets in NRT 99 percent of the time (with 
99.9 percent as an Objective Requirement).  NRT is defined as receiving operational changes 
within 5 seconds of querying the status (polled) or within 5 seconds of receiving status changed 
(pushed), excluding transport time.  The SUT met the requirements through the vendor’s LoC 
and testing. 

 
(13) Performance Monitoring.  The UCR 2013, section 7.5.14 states that all PON 

infrastructure components shall be capable of providing status changes 99 percent of the time 
(with 99.9 percent as an Objective Requirement) by means of an automated capability in NRT.  
An NMS will have an automated NM capability to obtain the status of networks and associated 
assets 99 percent of the time (with 99.9 percent as an Objective Requirement) within 
five seconds of querying the status (polled) or within five seconds of receiving status changes 
(pushed) from the monitored device.  The NMS shall collect statistics and monitor bandwidth 
utilization, delay, jitter, and packet loss.  The SUT met the requirements through the vendor’s 
LoC and testing. 

 
(14) Alarms.  The UCR 2013, section 7.5.15 states that the PON shall report alarms as 

TRAPs via SNMP in NRT.  More than 99.95 percent of alarms shall be reported in NRT.  NRT 
is defined as receiving alarm changes within five seconds of querying the status (polled) or 
within five seconds of receiving alarm changes (pushed) from the monitored device.  In addition 
to the alarms defined in this section, the OLT shall support the alarms as defined by ITU G994.4.  
The SUT met the requirements through the vendor’s LoC and testing. 

 
(15) Reporting.  The UCR 2013, section 7.5.16 states that the PON shall have the NM 

capability of automatically generating and providing an integrated/correlated presentation of 
network and all associated networks.  In addition, the PON system must also report optical errors 
to include degraded optical conditions.  The SUT met the requirements through the vendor’s 
LoC and testing. 

 
(16) Fiber Media.  The UCR 2013, section 7.5.17 states that Fiber Optic Cable used for 

the PON shall be Single Mode Fiber.  The single mode fiber shall be in compliance with ITU 
G.652/TIA OS1/International Electrotechnical Commission (IEC) B1.1.  The SUT met the 
requirements through the vendor’s LoC and testing. 

 
(17) Radio Frequency-over-Glass (RFoG) Video.  The UCR 2013, section 7.5.18 states 

that if the PON system supports GPON, then it may optionally support RFoG via PON and its 
RF overlay framework.  ITU-T G.984.5 defines this band as an Enhancement band for video 
distribution services.  This ITU forum also specifies a wavelength of 1150 nm to 1560 nm.  This 
video capacity is in addition to the 2.4 Gbps downstream and 1.2 upstream capacity of GPON.  It 
is the responsibility of the ONT to either block or separate the RFoG from the downstream 
GPON signal of 1480 to 1500 nm.  A RFoG solution was not provided and therefore not 
certified. 
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(18) Traffic Engineering.  The UCR 2013, section 7.5.19 states that bandwidth required 

per subscriber must be in compliance with the requirements in this section and additional DoD 
regulations as applicable.  The SUT met the requirements through the vendor’s LoC and testing. 

 
(19) VLAN Design and Configuration.  The UCR 2013, section 7.5.20 states that VLAN 

Design and Configuration for all PON networks must be in compliance with Distribution and 
Access Layer Network Elements as defined in this section.  The SUT met the requirements 
through the vendor’s LoC and testing. 

 
(20) Power Backup.  The UCR 2013, section 7.5.21 states that the PON network must be 

in compliance with the requirements in this section.  This is required if the PON Network 
Element is being placed into an ASLAN and optional if being placed into a non-ASLAN. 

 
(21) Availability.  The UCR 2013, section 7.5.22 states that availability of a PON 

network will be determined the same as for active Ethernet networks as defined in this section.  
PON Network Elements that are utilized in ASLANs and non-ASLANs must meet the 
availability requirements for the appropriate LAN.  If the PON system supports GPON, then it 
may optionally support Type B PON Protection as defined in ITU-T G.984.1 3/2008 to provide 
increased reliability for all services carried on the PON, including data.  Vendor submitted 
availability documentation meets High Availability (HA) requirements.  However, the SUT does 
not support a Layer 2 dynamic rerouting protocol and cannot meet full redundancy for more than 
96 voice subscribers.  DISA adjudicated this discrepancy on April 23, 2013, with the CoF 
statement that the solution cannot have more than 96 voice subscribers on a High Availability 
PON link.  The SUT does support diverse routes from the two distinct interfaces on the OLT to 
an ONU/ONT.   

 
(22) Redundancy.  The UCR 2013, section 7.5.23 states that redundancy is required if 

the PON Network Element is being placed into an ASLAN and optional if being placed into a 
non-ASLAN.  The PON product shall have no single point of failure that can cause an outage of 
more than 96 IP telephone subscribers. It should be noted that a PON may be used with a single 
point of failure for more than 96 subscribers if 96 or less are IP telephone subscribers (i.e., 50 
data, 20 video, and 50 IP telephony = 120 subscribers).  If redundancy is met through single 
product, the following requirements are applicable:  dual power supplies, dual processors 
(control supervisors), redundancy protocol, and backplane/bridging redundancy.  If redundancy 
is met through a secondary product, the failover to the secondary product must not result in any 
lost calls and the failover to the secondary product must be restored within five seconds.  Vendor 
submitted availability documentation meets HA requirements but the SUT cannot meet full 
redundancy for more than 96 voice subscribers. 

 
(23) Survivability.  The UCR 2013, section 7.5.24 states that the PON shall support a 

Layer 2 Dynamic Rerouting protocol.  Failover shall occur in no more than one second.  The 
SUT did not meet the requirements through testing.  The vendor solution did not provide a Layer 
2 dynamic rerouting protocol.  DISA adjudicated this discrepancy on April 23, 2013, with the 
CoF statement that the solution cannot have more than 96 voice subscribers on a High 
Availability PON link. 
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(24) Summary of PON requirements by subscriber mission.  The SUT partially met the 

requirements through the vendor’s LoC and testing.  See Table 1 above for more details.     
 

(a)    The UCR 2013, section 7.5.25 states that the PON Network Elements shall meet 
the same requirements as specified in Table 7.1-1, Summary of LAN Requirements by 
Subscriber Mission, as applicable for the LAN the Network Element will be included within to 
include meeting the IPv6 requirements as defined in Section 5, IPv6.  CommScope submitted 
availability documentation to note their product meets HA requirements.  However, their 
solution does not support a Layer 2 dynamic rerouting protocol. DISA adjudicated this 
discrepancy on April 23, 2013, with the CoF statement that the solution cannot have more than 
96 voice subscribers on a High Availability PON link. The SUT does support diverse routes from 
the two distinct interfaces on the OLT to an ONU/ONT. 

  
(b)    The PON shall meet all IPv6 requirements applicable as defined for a LAN 

access switch (Table 5.2-6, LAN Switch).  The IPv6 requirements were met by testing and the 
vendor’s LoC with the exception of the following: 

 
1. RFC 2460/5095 Maximum Transmission Unit –Non-Comply – This 
discrepancy was adjudicated as a Condition of Fielding that the CommScope 
GEPON cannot interface with NSA approved IP encryptors.  
2. RFC 4293 Management Information Base for the Internet Protocol (IP) – This 
discrepancy was adjudicated as minor operational impact and accepts the 
CommScope POA&M date of 1 September 2013. 

 
c.  Hardware/Software/Firmware Version Identification: Table 3-3 provides the system 

configurations and hardware and software components tested with the SUT.  The SUT was tested 
in an operationally realistic environment to determine its interoperability capability with 
associated network devices and network traffic.   

 
7.  TESTING LIMITATIONS.  JITC test teams noted the following testing limitations 
including the impact they may have on interpretation of the results and conclusions.  Any 
untested requirements are also included in the testing limitations. 
 

a. None. 
 
8.  CONCLUSION(S).  The SUT meets the critical interoperability requirements for a PON in 
accordance with the UCR and is certified for joint use with other UC Products listed on the 
Approved Products List (APL).  The SUT meets the interoperability requirements for the 
interfaces listed in Table 3-1. 
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Enclosure 3 

DATA TABLES 
 

Table 3-1.  Interface Status 
 

Interface 
Threshold CR/FR  

Requirements 

(See Note 1) 

Status 
(See Note 2) Remarks 

Network Management Interfaces 
IEEE 802.3i (10BaseT UTP) 1,3,9-15,19 Certified None 
IEEE 802.3u (100BaseT UTP)    1,3,9-15,19 Certified None 

Network to Network Interface (NNI) 
IEEE 802.3u (100BaseT UTP) 1-9,16,18-19,21-23 Not Supported None 
IEEE 802.3u (100BaseFX) 1-9,16, 18-19,21-23 Not Supported None 
IEEE 802.3ab (1000BaseT UTP) 1-9,16, 18-19,21-23 Certified None 
IEEE 802.3z (1000BaseX Fiber) 1-9,16, 18-19,21-23 Certified None 
IEEE 802.3ae (10000BaseX Fiber) 1-9,16, 18-19,21-23 Certified None 

Optical Line Terminal (OLT) to Optical Network Terminal (ONT) Interfaces 
GPON IAW G.984 series (G.984.1 
through G.984.7) 1-10,16-19,21-24 Certified None 

EPON IAW 802.3ah (1 Gbps) 1-10,16-19,21-24 Certified None 
GEPON IAW 802.3av (10 Gbps) 1-10,16-19,21-24 Not Supported None 
BPON IAW G.983 1-10,16-19,21-24 Not Supported None 

User Network Interface (UNI) Interfaces 
10 Mbps IAW IEEE 802.3i 1-9,16,18-19,21-23 Certified None 
100 Mbps IAW IEEE 802.3u 1-9,16,18-19,21-23 Certified None 
1000 Mbps IAW IEEE 802.3z 1-9,16,18-19,21-23 Not Supported None 
1000 Mbps IAW IEEE 802.3ab 1-9,16,18-19,21-23 Certified None 

 
NOTES:    
1.  The SUT high-level CR and FR ID numbers depicted in the Threshold CRs/FRs column can be cross-referenced in Table 3.  These high-
level CR/FR requirements refer to a detailed list of requirements provided in Enclosure 3.  
2.  The SUT must provide a minimum of one of the listed interfaces.   
 
 
LEGEND: 
BPON Broadband Passive Optical Network 
CR Conditional Requirements 
EPON Ethernet Passive Optical Network 
FR Functional Requirements 
IAW In Accordance With 
ID Identification 
IEEE Institute of Electrical and Electronics Engineers 
Gbps Gigabits per second 
 

 
 
GEPON Gigabit Ethernet Passive Optical Network 
GPON Gigabit Passive Optical Network 
N/A Not Applicable 
NNI Network to Network Interface 
OLT Optical Line Terminal 
ONT Optical Network Terminal 
UNI User Network Interface 
UTP Unshielded Twisted Pair 
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Table 3-2.  Capability and Functional Requirements and Status 
 

CR/FR 
ID Capability/Function Applicability 

(See Note 1) 
UCR 2013  
Reference Status 

1 
 

Interfaces (R) 
Minimally support IEEE 802.3u or 802.3z Required 7.5.2.1 Met 

Fibre Channel Optional 7.5.2.1 N/A 
PON technologies Required 7.5.2.2 Met 

OLT to ONT Signaling Standards Optional for PON 
Required for GPON 7.5.2.2 Met 

Network monitoring features Required 7.5.2.3 Partially Met 
(See Note 2) 

User Network Interface Rates Required 7.5.2.4 Met 
User Network Interface Port Paramaters Required 7.5.2.4.1 Met 

Link Aggregation IAW 802.1AX Optional 7.5.2.4.1 Met 
User Network Interface Optional Port Parameters Optional 7.5.2.4.1 Met 

2 
Class of Service Markings (R) 

Access product requirements (section 7.2.1.3, paragraph 1d.) Required 7.5.3 Met 

Differentiated Services Code Point Required 7.2.1.3 Partially Met 
(See Note 3) 

3 
Virtual Local Area Network Capabilities (R) 

VLAN capabilities for the NNI and UNI PON ports in section 
7.2.1.4 Required 7.5.4 Met 

VLAN tagging Required 7.2.1.4 Met 

4 Protocols (O) 
Support bridging at OSI model Layer 2 Optional 7.5.5 Met 

5 

Quality of Service Features (R) 
Access product requirements in section 7.2.1.6 Required 7.5.6 Partially Met 

(See Note 3) 

Access product Quality of Service Features Required 7.2.1.6 Partially Met 
(See Note 3) 

Six-queue design Optional 7.2.1.6 N/A 

DSCP support Required 7.2.1.6 Partially Met 
(See Note 3) 

6 

Voice Services (R) 
Latency Required 7.5.7.1 Met 

Jitter Required 7.5.7.2 Met 
Packet Loss Required 7.5.7.3 Met 

7 

Video Services (R) 
Latency Required 7.5.8.1 Met 

Jitter Required 7.5.8.2 Met 
Packet Loss Required 7.5.8.3 Met 

8 
Data Services (R) 

Latency Required 7.5.9.1 Met 
Packet Loss Required 7.5.9.3 Met 

9 Information Assurance (R) 
Security Technical Implementation Guides Required 7.5.10 Met (See Note 2) 

10 

PON Network Management (R) 
PON components network management  Required 7.5.11 Partially Met 

(See Note 2) 
Secure Shell version 2 Required 7.5.11.1 Met 

PON product shall, by default, not accept Telnet Required 7.5.11.2 Not Met (See 
Reference (e)) 

HyperText Transfer Protocol Secure Optional 7.5.11.3 N/A 
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Table 3-2.  Capability and Functional Requirements and Status (cont.) 
 

CR/FR 
ID Capability/Function Applicability 

(See Note 1) 
UCR 2013  
Reference Status 

10 
PON Network Management (R) (continued) 

RFC 3414 for Simple Network Management Protocol Optional 7.5.11.4 Met 
Secure implementation of other interfacing methods Optional 7.5.11.5 N/A 

11 Configuration Control (R) 
The NMS shall report configuration changes in NRT. Required 7.5.12 Met 

12 Operational Changes (R) 
PON shall report status of networks and assets in NRT Required 7.5.13 Met 

13 Performance Monitoring (R) 
PON components shall provide status changes in NRT Required 7.5.14 Met 

14 
Alarms (R) 

The PON shall report alarms as TRAPS via SNMP in NRT. Required 7.5.15 Met 
The OLD shall support the alarms as defined by ITU-T G994.4. Required 7.5.15 Met 

15 
Reporting (R) 
NM capability to automatically generate and provide presentation 

of network(s). Required 7.5.16 Met 

16 
Fiber Media (R) 

Single Mode Fiber in compliance with ITU G.652/TIA OS1/IEC 
B1.1 Required 7.5.17 Met 

17 
Radio Frequency-over-Glass (O) 

PON supporting GPON may support RFoG Optional 7.5.18 Not Met (See 
Note 4) 

18 Traffic Engineering (R) 
Bandwidth in compliance with requirements Required 7.5.19 Met 

19 
Virtual Local Area Network Design and Configuration (R) 
VLAN Design and Configuration in compliance with Distribution 

and Access Layer Network Elements. Required 7.5.20 Met 

20 
Power Backup (R) 

Power backup, site-specific requirements 
Required for ASLAN 

Optional for NON-
ASLAN 

 Site-specific 
requirement 

21 

Availability (O) 
Availability shall be the same as for active Ethernet networks  7.5.22 Partially Met 

(See Note 5) 
If the PON supports GPON, it may optionally support Type B 

PON Protection. Optional 7.5.22 Met 

22 

Redundancy (R) 
PON products shall have no single point of failure that can cause 

an outage of more than 96 IP telephone subscribers. 

Required for ASLAN 
Optional for NON-

ASLAN 
7.5.23 

Partially Met 
(See Note 5 and 

6) 

Single product redundancy Optional 7.5.23.1 Partially Met 
(See Note 5) 

Dual product redundancy Optional 7.5.23.2 Not Met (See 
Note 5) 

23 
Survivability (R) 

The PON shall support Layer 2 dynamic rerouting protocol and 
failover shall occur in no more than 1 second. Required 7.5.24 Not Met (See 

Note 6) 

24 

Summary of Passive Optical Network Requirements by Subscriber Mission (R) 
The PON Network Elements shall meet the same requirements as 

specified in Table 7.1-1, Summary of LAN Requirements by 
Subscriber Mission. 

Required 7.5.25 Met 

Summary of LAN Requirements by End User Mission Category.  Table 7.1-1 Met 
The PON shall meet all IPv6 requirements defined for a LAN 

access switch in Table 5.2-6. Required 7.5.25 Partially Met 
(See Table 1) 
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Table 3-2.  Capability and Functional Requirements and Status (cont.) 
 
 
NOTES: 
1.  The annotation of ‘required’ refers to a high-level requirement category.  The applicability of each sub-requirement is provided in Table 3-5. 
2.  The SUT did not support the following optional MIBs per RFC 2819 (RMON) requirements: Host, Host Top N, Matrix,  Filter, and  Capture.  
DISA adjudicated this discrepancy as minor on April 23, 2013. 
3. ONU devices do not support direct prioritization of traffic with DSCP values; however, they do have the ability to prioritize by mapping 
higher DSCP values to IEEE 802.1p bits of classification in order to maintain four queues of prioritized traffic. 
4.  Vendor did not submit a RFoG solution during this evaluation. 
5.  Vendor submitted availability documentation meets HA requirements but the SUT cannot meet full redundancy for more than 96 voice 
subscribers. 
6.  The vendor solution did not provide a Layer 2 dynamic rerouting protocol. DISA adjudicated this discrepancy on April 23, 2013, with the 
CoF statement that the solution cannot have more than 96 voice subscribers on a High Availability PON link  
 
LEGEND: 
ASLAN Assured Services Local Area Network 
CR Capabilities Requirement 
DSCP Differentiated Services Code Point 
FR Functional Requirement 
GPON Gigabit Passive Optical Network 
HA            High Availability 
ID Identification 
IEC International Engineering Consortium 
IEEE Institute of Electrical and Electronics Engineers 
ITU-T International Telecommunication Union-Telecommunication 
LAN Local Area Network 
NM Network Management 
NRT Near Real Time 
O  Optional 
 

OLT Optical Line Terminal 
ONU Optical Network Unit 
OSI Open Systems Interconnection 
PON Passive Optical Network 
R  Required 
RFoG Radio Frequency over Glass 
SNMP Simple Network Management Protocol 
TIA Telecommunications Industry Association 
TIC Technology Integration Center 
UCR Unified Capabilities Requirement 
VLAN Virtual Local Area Network 
USAISEC U.S. Army Information Systems Engineering Command 
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Table 3-3.  SUT Tested System Configurations 

 
Component (See Note 1) Release Sub-component 

(See Note 2) Function 

C9264 R3.1.1 

SCM Switching and 
CPU 

PIM-8G GPON 
interface 

PIM-8G SFP 
LIM-8M 1000 Base-X 
LIM-8T 1000 Base-TX 
LIM-2X 10G Base-X 
LIM-4X 10G Base-X 

OLT 

CM-8024A R1.0.2 N/A ONU 
CS-8004A R2.4.3 N/A ONU 
CS-8001A R2.4.2 N/A ONU 
CM-7024A R1.1.9 N/A ONU 
Finisar SFP R2.4.2 N/A ONU 

NOTES:   
1.  Components bolded and underlined were tested by USAISEC TIC.  The other components in the family series were not tested; however, 
they utilize the same software and similar hardware and JITC analysis determined them to be functionally identical for interoperability 
certification purposes and they are certified for joint use. 
2.  The PIM modules, although based on PON standard compliance through ITU-T G.984, are not interoperable with different PON vendor 
solutions.  The LIM modules are certified for interoperability with standard Ethernet devices. 
  
LEGEND: 
CPU Central Processing Unit 
GPON Gigabit Passive Optical Network 
JITC Joint Interoperability Test Command 
LIM Line Interface Module 
OLT Optical Line Terminal 
ONU Optical Network Unit 
PIM PON Interface Module 

 
PON Passive Optical Network 
SCM Switching and CPU Module 
SFP Small Form-Factor pluggable 
SUT System Under Test 
TIC Technology Integration Center 
USAISEC United States Army Information Systems Engineering 

Command 
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Table 3-4.  UC APL Product Summary 
 

RAE 
System Name Software Release Function 
Windows  Server  

 
2008 Enterprise SP1 

UGM Army Server 2008R2 
AD 

RADIUS 

Windows 7 Enterprise SP1 
Army Golden Master Windows 7 Pilot 2.0.0 KIWI v1.4.4 SysLog Server 

Additional Equipment Needed 

Management workstations, SNMP Client, NTP Server 

Test Network Components 
Brocade XMR-4000 v5.4 Heterogeneous Interoperability 

Cisco 6504E v15.0(1)SY1 Heterogeneous Interoperability 

Enterasys S4 v7.41 Heterogeneous Interoperability 

Spirent TestCenter  v4.16 TMDE 
NOTES: 
None. 
 

LEGEND: 
AD Active Directory 
NTP Network Time Protocol 
PKI Public Key Infrastructure 
RADIUS   Remote Access Dial-In User Server 

 
RAE   Required Ancillary Equipment  
SNMP   Simple Network Management Protocol 
Syslog   System Log 
SP               Service Pack 
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Table 3-5.  PON Products Capability/Functional  
 

ID Requirement 
UCR Ref 

(UCR 2013) 

(See Note 1.) 

LoC/TP 
ID (See 
Note 2.) 

PON 
R/O/C 

1 Interfaces 

1-1 

The NNI interface is composed of the uplink between the OLT and the Core network 
(LAN or WAN). This interface shall minimally be an IEEE 802.3 interfaces; the SUT may 
provide a Fibre channel interface IAW ANSI INCITS T11.2 and T11.3 (previously known 
as X3T9.3).  
• Minimally, the NNI shall be one of the following interface rates (other rates and IEEE 

standards may be provided as Optional interfaces): 
o 100 Mbps IAW IEEE 802.3u. 
o 1000 Mbps IAW IEEE 802.3z. 

• The NNI ports shall provide the following parameters on a per port basis as specified: 
o Auto-negotiation IAW IEEE 802.3. 
o Force mode IAW IEEE 802.3. 
o Flow control IAW IEEE 802.3x. 
o Filtering IAW RFC 1812. 
o Link Aggregation IAW IEEE 802.1AX (formerly 802.3ad). 
o Spanning Tree Protocol IAW IEEE 802.1D. 
o Multiple Spanning Tree IAW IEEE 802.1s. 
o Rapid Configuration of Spanning Tree IAW IEEE 802.1w. 

7.5.2.1 
EDG-000600 

L/T 
11, 12 R 

1-2 

• If the Fibre Channel Interface is provided the interface must meet: 
o RFC 4338 Transmission of IPv6, IPv4 and Address Resolution Protocol (ARP) 

Packets over Fibre channel. 
o RFC 4044 Fibre Channel Management. 

7.5.2.1 
EDG-000600 L O 
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Table 3-5.  PON Products Capability/Functional (Continued) 
 

1-3 

The PON system shall provide one of the following PON (OLT-ONT) technologies: 
• GPON IAW G.984 series (G.984.1 through G.984.7) 
• EPON IAW 802.3ah. (1 Gbps) 
• GEPON IAW 802.3av (10 Gbps) 
• BPON IAW G.983 

7.5.2.2 
EDG-000610 L R 

1-4 

If the PON supports GPON, then the OLT to ONT interface is defined by the ONT 
Management Control Interface (OMCI) protocol and was standardized and defined by the 
ITU standard G.984.4. This interface is composed of the PON port on the OLT and the 
Fiber port on the ONT. Between these ports is a single strand of Single Mode Fiber and 
one or more optical splitters. Bi-directional transmission is accomplished by use of 
separate wavelengths (1310 nm and 1490 nm) for transmission. The number of splitters is 
driven by local requirements, and does not exceed the ITU T G.984 specification for fiber 
loss per PON port between the OLT and ONT. There may be one to 64 (some vendors 
support more) ONTs on a single PON port. The number of ONTs is driven by the required 
bandwidth for each user and in accordance with the traffic engineering guidelines in 
Section 7.5.19, Traffic Engineering. The OLT to ONT interface will support the Telcordia 
Standards shown in Table 7.5-1, OLT to ONT Signaling Standards. 
Table 7.5-1. OLT to ONT Signaling Standards 
Telcordia Standards: 
GR-63-CORE NEBS Generic Equipment Requirements 
GR-078-CORE Physical Design and Manufacture Generic Requirements 
GR-199-CORE Memory Administration Messages 
GR-418-CORE Generic Reliability Requirements 
GR-472-CORE Network Element Configuration Management 
GR-474-CORE Alarm and Control for Network Elements 
GR-499-CORE Transport System Generic Requirements 
GR-815-CORE Generic Requirements for NE/NS Security 
GR-831-CORE Language for Operations Application Messages 
GR-833-CORE NE and Transport Surveillance Messages 
GR-1093-CORE Generic State Requirements for Network Elements 
GR-1250-CORE Generic Requirements for SONET File Transfer 
SR-1665 NMA Operations System Generic Transport NE Interface Support TR-NWT-
000835 NE and Network System Security Administration Messages TR-TSY-000480 
User System Interface – Directory for TR-TSY-000824 & 000825 
ETSI Standards: 
ETSI-300-119-2, ETSI-300-119-3, ETSI-300-119-4 
ANSI Standards 
T1.231, T1.264 
ITU-T Standards 
G.664, G.671, G.681, G.692, G.703, G.704, G.707, G.709, G.775, G.783, G.798, G.806, 
G.808.1, G.823, G.825, G.831, G.841, G.842, G.871, G.872, G.873, G.874, G.875, G.957, 
G.958, G.959, G.7710, G.8251, X.721, X.744, M.3100, Q.822 

7.5.2.2 
EDG-000620 L C-PON 

R-GPON 

1-5 

The PON products shall support the following network monitoring features: 
• SNMP IAW RFCs 1157, 3410, 3411, 3412, 3413, and 3414. 
• SNMP Traps IAW RFC 1215. 
• RMON IAW RFC 2819. 
• Coexistence between Version 1, Version 2, and Version 3 of the Internet-standard 

Network Management Framework IAW RFC 3584. 
• The Advanced Encryption Standard (AES) Cipher Algorithm in the SNMP User-

based Security Model IAW RFC 3826. 

7.5.2.3 
EDG-000630 L/T R 

1-6 

PON products shall provide at least one of the following user interface (UNI) rates: 
• 10 Mbps IAW IEEE 802.3i. 
• 100 Mbps IAW IEEE 802.3u. 
• 1000 Mbps IAW IEEE 802.3z. 
• 1000 Mbps IAW IEEE 802.3ab. 
• In addition, PON must support traffic conditioning, which will ensure that the 

required bandwidth is available for all prioritized traffic. 

7.5.2.4 
EDG-000640 

L/T 
13, 15 R 

1-7 

The UNI interface shall provide the following parameters on a per port basis as specified: 
• Auto-negotiation IAW IEEE 802.3. 
• Force mode IAW IEEE 802.3. 
• Flow control IAW IEEE 802.3x. 
• Filtering IAW RFC 1812. 
• Port-Base Access Control IAW 802.1x. 
• Link Layer Discover – Media Endpoint Discovery IAW ANSI TIA 1057. 

7.5.2.4.1 
EDG-000650 

L/T 
11, 12 R 
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Table 3-5.  PON Products Capability/Functional (Continued) 
 

1-8 Link Aggregation IAW IEEE 802.1AX (formerly 802.3ad). 7.5.2.4.1 
EDG-000660 L O 

1-9 

The UNI ports may provide the following features parameters on a per port basis as 
specified: 
• DTE Power via Media Dependent Interface (MDI) PoE for Optional Interfaces IEEE 

802.3af. 
• PoE Plus or DTE Power via Media Dependent Interface (MDI) for Optional Interfaces 

IEEE 802.3at. 

7.5.2.4.1 
EDG-000670 L O 

2 Class of Service Markings 

2-1 The PON network shall comply with access product requirements, Section 7.2.1.3, Class 
of Service Markings, paragraph 1 d. 

7.5.3 
EDG-000680 

L/T 
14, 15a, 

15b 
R 

2-2 

The Access products shall support DSCPs IAW RFC 2474 for both IPv4 and IPv6 
Packets, as follows:  
d. Access products (including Passive Optical Network) shall be capable of supporting the 
prioritization of aggregate service classes with queuing according to Section 7.2.1.6, 
Quality of Service Features. Queuing may be supported in either of the two following CoS 
methods:  
(1) Layer 3 CoS. Layer 3 Cos involves support for DSCP IAW RFC 2474 for IPv4 and 
IPv6. Within this CoS method, the access product shall support queuing by either: a) 
queuing directly based on the DSCP within the IP header (IPv4 and IPv6). The original 
DSCP value must also be preserved and passed unaltered through the product; or, b) The 
product shall inspect the IP header (IPv4 and IPv6). Based on the DSCP value contained 
within the IP header, the product may map the DSCP value (0-63) to the Ethernet priority 
field (decimal values 0-7). Queuing may be based on the mapping of the DSCP to a layer 
2 priority field value. Any received DSCP value (0-63) must be able to be mapped to any 
priority value (0-7). The original DSCP value must be preserved and passed unaltered 
through the product.  
(2) Layer 2 Cos. Layer 2 CoS shall use the Virtual LAN identification (VLAN ID), see 
Section 7.2.1.4, defined in IEEE 802.1Q to perform queuing assignment. Access devices 
shall be capable of assigning any VLAN ID (either directly or through the 3 Ethernet 
priority bits (decimal values 0 through 7) to any of the 4 queues.  
NOTE: Layer 3 CoS DSCP support shall follow the 18-month rule in that it will become 
effective 18-months after the approval of UCR 2013. At that time, Layer 2 CoS shall no 
longer be required but may be provided as an optional feature. 

7.2.1.3 
EDG-000090 

 
(INCORREC
T IN UCR) 

L/T 
14a, 14b R 

3 Virtual LAN Capabilities 

3-1 The NNI and UNI PON ports shall comply with Section 7.2.1.4, Virtual LAN Capabilities. 7.5.4 
EDG-000690 

L/T 
5a, 14b R 

3-2 

a. Accepting VLAN tagged frames according to IEEE 802.1Q (see Figure 7.2-1, IEEE 
802.1Q Tagged Frame for Ethernet, and Figure 7.2-2, TCI Field Description).  
Configuring VLAN IDs (VIDs). VIDs on an ingress port shall be configurable to any of 
the 4094 values (except 0 and 4095).  
c. Supporting VLANs types IAW IEEE 802.1Q.  
The VLANs offer the following features:  
• Broadcast Control. Just as switches isolate collision domains for attached hosts and 
forward only appropriate traffic out a particular port, VLANs refine this concept further 
and provide complete isolation between VLANs. A VLAN is a bridging domain, and all 
broadcast and multicast traffic is contained within it.  
• Security. The VLANs provide security in two ways:  
– High-security users can be grouped into a VLAN, possibly on the same physical 
segment, and no users outside of that VLAN can communicate with them.  
– The VLANs are logical groups that behave like physically separate entities; inter-VLAN 
communication is achieved through a router. When inter-VLAN communication occurs 
through a router, all the security and filtering functionality that routers traditionally 
provide can be used because routers are able to look at Layer 3 information.  
VLANs are defined as follows:  
• Port-Based. Port-based VLANs are VLANs that are dependent on the physical port a 
product is connected to. All traffic that traverses the port is marked with the VLAN 
configured for that port. Each physical port on the switch can support only one VLAN. 
With port-based VLANs, no Layer 3 address recognition takes place. All traffic within the 
VLAN is switched, and traffic between VLANs is routed (by an external router or by a 
router within the switch). This type of VLAN is also known as a segment-based VLAN 
(see Figure 7.2-3, Port-Based VLANs).  
IEEE 802.1Q. VLANs can be assigned by end products IAW the IEEE 802.1Q VLAN ID 
tag.  

7.2.1.4 
EDG-000110 

L/T 
5a, 14b R 
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Table 3-5.  PON Products Capability/Functional (Continued) 
 

3-3 

The UC products must be capable of accepting VLAN tagged frames and assigning them 
to the VLAN identified in the 802.1Q VID field (see Figure 7.2-4, IEEE 802.1Q-Based 
VLANs). 
User-Defined Value. This type of VLAN is typically the most flexible, allowing VLANs 
to be defined based on the value of any field in a packet or frame. For example, VLANs 
could be defined on a protocol basis or could be dependent on a particular address (Layer 
2 or Layer 3). The simplest form of this type of VLAN is to group users according to their 
Media Access Control (MAC) addresses (see Figure 7.2-5, User-Defined VLANs). The 
LAN shall be designed so that Real-Time Services (RTS) and data reside in separate 
VLANs. Whether a product is performing converged services or a single service will 
decide how VLANs are designed.  
The required VLAN types are port-based and IEEE 802.1Q tagged frames. For VoIP, 
video, and data end products, any end system that supports convergence (i.e., more than 
one media) requires that the end-system pre-assign the VLAN using IEEE 802.1Q tags 
before the frames entering the ASLAN. For end-systems that support just one media (i.e., 
voice or video or data), the LAN can assign the VLAN based on port-based VLAN 
assignment.  
Real-time services and data must be placed in separate VLANs for security purpose. The 
LAN may be designed with more than one VLAN per media type. Signaling for voice and 
video can be placed in the same VLAN as the respective media, or placed in an entirely 
different signaling VLAN. 

7.2.1.4 
EDG-000120 

L/T 
5a, 14b R 

4 Protocols 

4-1 

The PON network shall support bridging at Layer 2 of the OSI model. Bridging will 
provide for higher survivability as well as reducing traffic congestion on the uplinks to the 
Distribution or Core Layers of the network. Bridging at Layer 2 will be supported for 
packets that do not require Layer 3 handling. 

7.5.5 
EDG-000700 L O 

5 Quality of Service Features 

5-1 

The PON shall comply with the Access product requirements listed in Section 7.2.1.6, 
Quality of Service Features. PON products targeted for non-assured services are not 
subject to the Layer 3 queuing requirements in this section and the conditions of fielding 
will state whether the PON can support Assured Services or not. 

7.5.6 
EDG-000710 

L/T 
14a, 14b, 

17 
R 

5-2 

The Access products shall be capable of the following QoS features:  
a. Providing a minimum of four queues (see Figure 7.2-6, Four-Queue Design). 
Assigning any incoming access/user-side “tagged” session to any of the queues for 
prioritization onto the egress (trunk-side/network-side) interface.  
c. Supporting DS, Per-Hop Behaviors (PHBs), and traffic conditioning IAW RFCs 2474, 
2597, and 3246:  
(1) Expedited Forwarding (EF).  
(2) Assured Forwarding (AF).  
(3) Best Effort (BE).  
(4) Class Selector (CS).  
(5) PHB Identification Codes.  
d. All queues shall be capable of having a bandwidth (BW) assigned (i.e., queue 1: 200 
Kbps, queue 2: 500 kbps) or percentage of traffic (queue 1: 25 percent, queue 2: 25 
percent). The BW or traffic percentage shall be fully configurable per queue from 0 to full 
BW or 0 to 100 percent. The sum of configured queues shall not exceed full BW or 100 
percent of traffic. 
e. Access products shall meet the traffic conditioning (policing) requirements of Section 
6.2.4 as follows:  
(1) The product shall calculate the bandwidth associated with traffic conditioning, which 
requires that the queue size should account for the Layer 3 header (i.e., IP header), but not 
the Layer 2 headers [i.e., Point-to-Point Protocol (PPP), MAC, and so on] within a margin 
of error of 10 percent. When the other queues are not saturated, the Best Effort traffic may 
surge beyond its traffic-engineered limit.  

7.2.1.6 
EDG-000140 

L/T 
14a, 14b, 

17 
R 
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Table 3-5.  PON Products Capability/Functional (Continued) 
 

5-3 

Provide a minimum of six queues (see Six-Queue Design).  
a. Assigning any incoming access/user-side “tagged” session to any of the queues for 
prioritization onto the egress (trunk-side/network-side) interface.  
b. Supporting DS, PHBs, and traffic conditioning IAW RFCs 2474, 2597, and 3246:  
(1) Expedited Forwarding (EF).  
(2) Assured Forwarding (AF).  
(3) Best Effort (BE).  
(4) Class Selector (CS).  
(5) PHB Identification Codes.  
c. All queues shall be capable of having a BW assigned (i.e., queue 1: 200 Kbps, queue 2: 
500 kbps) or percentage of traffic (queue 1: 25 percent, queue 2: 25 percent). The BW or 
traffic percentage shall be fully configurable per queue from 0 to full BW or 0 to 100 
percent. The sum of configured queues shall not exceed full BW or 100 percent of traffic.  
d. Core, Distribution, and Access products shall meet the traffic conditioning (policing) 
requirements of Section 6.2.4 as follows:  
(1) The product shall calculate the bandwidth associated with traffic conditioning in 
accordance with RFC 3246, which requires that the queue size should account for the 
Layer 3 header (i.e., IP header), but not the Layer 2 headers (i.e., PPP, MAC, etc.) within a 
margin of error of 10 percent. When the other queues are not saturated, the Best Effort 
traffic may surge beyond its traffic-engineered limit.  
(3) Access devices have been engineered for a blocking factor of 8:1 or less. Traffic 
prioritization is accomplished primarily to minimize latency. VoIP traffic is estimated at 2 
(for dual appearances) bidirectional calls at 100 Kbps each or 400 Kbps (0 percent of 100 
Mbps); video traffic is estimated at 500 Kbps bidirectional or 1 Mbps total (1.0 percent). 
With estimated blocking factor (8:1), 12.5 percent of the traffic is non-blocking. Based on 
traffic engineering outlined, the three priority queues should be set up not to exceed 12 
percent of the egress link capacity.  
NOTE: Bandwidth calculation assumes highest bandwidth use codec of G.711. 

7.2.1.6 
EDG-000150 

L/T 
TBD O 

5-4 

The product shall support the DSCP plan, as shown in Table 7.2-3, DSCP Assignments. 
DS assignments shall be software configurable for the full range of six bit values (0-63 
Base10) for backwards compatibility with IP precedence environments that may be 
configured to use the Type of Service (TOS) field in the IP header but do not support 
DSCP.  

7.2.1.6 
EDG-000160 

L/T 
14a, 14b, 

17 
R 

6 Voice Services 

6-1 

Latency:  The PON shall have the capability to transport prioritized voice IP packets, 
media, and signaling, with no more than 6 ms latency end-to-end (E2E) across the PON 
System Under Test (SUT) as measured under congested conditions. Congested conditions 
are defined as 100 percent of link capacities (as defined by baseline traffic engineering 
25 percent voice/signaling, 25 percent IP video, 25 percent preferred data, and 25 percent 
best effort traffic). The latency shall be achievable over any 5-minute measured period 
under congested conditions. 

7.5.7.1 
EDG-000720 

T 
9 R 

6-2 

Jitter:  The PON shall have the capability to transport prioritized voice IP packets across 
the PON SUT with no more than 3 ms of jitter. The jitter shall be achievable over any 5-
minute measured period under congested conditions. Congested conditions are defined as 
100 percent of link capacities (as defined by baseline traffic engineering (e.g., 25 percent 
voice/signaling, 25 percent IP video, 25 percent preferred data, and 25 percent best effort 
traffic). 

7.5.7.2 
EDG-000730 

T 
8 R 

6-3 

Packet Loss:  The PON shall have the capability to transport prioritized IP packets across 
the PON SUT with packet loss not to exceed configured traffic engineered (queuing) 
parameters. Actual measured packet loss across the PON shall not exceed 0.045 percent 
within the defined queuing parameters. The packet loss shall be achievable over any 5-
minute measured period under congested conditions. Congested conditions are defined as 
100 percent of link capacities (as defined by baseline traffic engineering (e.g., 25 percent 
voice/signaling, 25 percent video, 25 percent preferred data, and 25 percent best effort 
traffic). 

7.5.7.3 
EDG-000740 

T 
10 R 

7 Video Services 

7-1 

Latency:  The PON shall have the capability to transport prioritized video IP packets with 
no more than 30 ms latency across the PON SUT. Latency is increased over prioritized 
voice IP packets because of the increased size of the packets (230 bytes for voice packets 
and up to 1518 bytes for video). The latency shall be achievable over any 5-minute 
measured period under congested conditions. Congested conditions are defined as 
100 percent of link capacities (as defined by baseline traffic engineering (e.g., 25 percent 
voice/signaling, 25 percent video, 25 percent preferred data, and 25 percent best effort 
traffic). 

7.5.8.1 
EDG-000750 

T 
9 R 
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Table 3-5.  PON Products Capability/Functional (Continued) 
 

7-2 

Jitter:  The LAN shall have the capability to transport prioritized video IP packets across 
the PON SUT with no more than 30 ms of jitter. The jitter shall be achievable over any 5-
minute measured period under congested conditions. Congested conditions are defined as 
100 percent of link capacities (as defined by baseline traffic engineering (e.g., 25 percent 
voice/signaling, 25 percent video, 25 percent preferred data, and 25 percent best effort 
traffic). 

7.5.8.2 
EDG-000760 

T 
8 R 

7-3 

Packet Loss:  The PON shall have the capability to transport prioritized video IP packets 
across the PON SUT with packet loss not to exceed configured traffic engineered 
(queuing) parameters. Actual measured packet loss across the PON shall not exceed 
0.15 percent within the defined queuing parameters. The packet loss shall be achievable 
over any 5-minute measured period under congested conditions. Congested conditions are 
defined as 100 percent of link capacities (as defined by baseline traffic engineering 
(e.g., 25 percent voice/signaling, 25 percent video, 25 percent preferred data, and 
25 percent best effort traffic). 

7.5.8.3 
EDG-000770 

T 
10 R 

8 Data Services 

8-1 

Latency:  The PON shall have the capability to transport prioritized data IP packets with 
no more than 45 ms latency across the PON SUT. Latency is increased over voice IP 
packets because of the increased size of the packets (230 bytes for voice packets and up to 
1518 bytes for data). The latency shall be achievable over any 5-minute measured period 
under congested conditions. Congested conditions are defined as 100 percent of link 
capacities (as defined by baseline traffic engineering (e.g., 25 percent voice/signaling, 
25 percent video, 25 percent preferred data, and 25 percent best effort traffic). 

7.5.9.1 
EDG-000780 

T 
9 R 

8-2 Jitter:  There are no jitter requirements for preferred data IP packets. 7.5.9.2 NA NA 

8-3 

Packet Loss:  The PON shall have the capability to transport prioritized data IP packets 
across the PON SUT with packet loss not to exceed configured traffic engineered 
(queuing) parameters. Actual measured packet loss across the LAN shall not exceed 
0.15 percent within the defined queuing parameters. The packet loss shall be achievable 
over any 5-minute period measured under congested conditions. Congested conditions are 
defined as 100 percent of link capacities (as defined by baseline traffic engineering 
(e.g., 25 percent voice/signaling, 25 percent video, 25 percent preferred data, and 
25 percent best effort traffic). 

7.5.9.3 
EDG-000790 

T 
10 R 

9 Information Assurance 

9-1 All systems must comply with the applicable Security Technical Implementation Guides 
(STIGs). 

7.5.10 
EDG-000800 NA R 

10 PON Network Management 

10-1 

Network managers must be able to monitor, configure, and control all aspects of the 
network and observe changes in network status. The PON infrastructure components shall 
have a Network Management (NM) capability that leverages existing and evolving 
technologies and has the ability to perform remote network product configuration 
/reconfiguration of objects that have existing DoD Global Information Grid (GIG) 
management capabilities. The PON infrastructure components must be able to be centrally 
managed by an overall Network Management System (NMS). In addition, Management 
Information Base (MIB) II shall be supported for SNMP. In addition, if other methods are 
used for interfacing between PON products and the NMS, they shall be implemented in a 
secure manner, such as with the following methods. 

7.5.11 
EDG-000810 

L/T 
15 R 

10-2 Secure Shell version 2 (SSHv2). The PON products shall support RFC 4251 through 
RFC 4254 inclusive. 

7.5.11.1 
EDG-000820 L R 

10-3 The PON product shall be configured by default not to accept Telnet. 7.5.11.2 
EDG-000830 L R 

10-4 HyperText Transfer Protocol Secure (HTTPS). HTTPS shall be used instead of HyperText 
Transfer Protocol (HTTP) because of its increased security as described in RFC 2818. 

7.5.11.3 
EDG-000840 L O 

10-5 The LAN products shall support RFC 3414 for SNMP. 7.5.11.4 
EDG-000850 L O 

10-6 If other methods are used for interfacing between LAN products and the NMS, they shall 
be implemented in a secure manner. 

7.5.11.5 
EDG-000860 L O 
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Table 3-5.  PON Products Capability/Functional (Continued) 
 

11 Configuration Control 

11-1 

Configuration Control identifies, controls, accounts for, and audits all changes made to a 
site or information system during its design, development, and operational life cycle [DoD 
Chief Information Officer (CIO) Guidance IA6 8510 IA]. Local area networks shall have 
an NM capability that leverages existing and evolving technologies and has the ability to 
perform remote network product configuration/reconfiguration of objects that have 
existing DoD GIG management capabilities. The NMS shall report configuration change 
events in near-real time (NRT), whether or not the change was authorized. The system 
shall report the success or failure of authorized configuration change attempts in NRT. 
NRT is defined as within 5 seconds of detecting the event, excluding transport time. 

7.5.12 
EDG-000870 

L/T 
15 R 

12 Operational Changes 

12-1 

The PON shall meet the requirements detailed in the following text. The PON shall report 
the status of networks and associated assets in NRT 99 percent of the time (with 
99.9 percent as an Objective Requirement). NRT is defined as receiving operational 
changes within 5 seconds of querying the status (polled) or within 5 seconds of receiving 
status changed (pushed), excluding transport time. 

7.5.13 
EDG-000880 

L/T 
15 R 

13 Performance Monitoring 

13-1 

The PON shall meet the requirements specified. All PON infrastructure components shall 
be capable of providing status changes 99 percent of the time (with 99.9 percent as an 
Objective Requirement) by means of an automated capability in NRT. An NMS will have 
an automated NM capability to obtain the status of networks and associated assets 
99 percent of the time (with 99.9 percent as an Objective Requirement) within 5 seconds 
of querying the status (polled) or within 5 seconds of receiving status changes (pushed) 
from the monitored device. The NMS shall collect statistics and monitor bandwidth 
utilization, delay, jitter, and packet loss. 

7.5.14 
EDG-000890 

L/T 
15 R 

14 Alarms 

14-1 

The PON shall meet the requirements. The PON shall report alarms as TRAPs via SNMP 
in NRT. More than 99.95 percent of alarms shall be reported in NRT. NRT is defined as 
receiving alarm changes within 5 seconds of querying the status (polled) or within 
5 seconds of receiving alarm changes (pushed) from the monitored device. 

7.5.15 
EDG-000900 

L/T 
15 R 

14-2 In addition to the alarms defined in this section, the OLT shall support the alarms as 
defined by ITU G994.4. 

7.5.15 
EDG-000910 

L/T 
15 R 

15 Reporting 

15-1 

The PON shall meet the following requirements. The PON shall have the NM capability 
of automatically generating and providing an integrated/correlated presentation of network 
and all associated networks. In addition, the PON system must also report optical errors to 
include degraded optical conditions. 

7.5.16 
EDG-000920 

L/T 
15 R 

16 Fiber Media 

16-1 
Fiber Optic Cable used for the PON shall be Single Mode Fiber. The single mode fiber 
shall be in compliance with ITU G.652/TIA OS1/International Electrotechnical 
Commission (IEC) B1.1. 

7.5.17 
EDG-000930 L R 

17 RF-over-Glass (RFoG) Video 

17-1 

If the PON system supports GPON, then it may optionally support RFoG via PON and its 
RF overlay framework. ITU-T G.984.5 defines this band as an Enhancement band for 
video distribution services. This ITU forum also specifies a wavelength of 1150 nm to 
1560 nm. This video capacity is in addition to the 2.4 Gbps downstream and 1.2 upstream 
capacity of GPON. It is the responsibility of the ONT to either block or separate the RFoG 
from the downstream GPON signal of 1480 to 1500 nm. 
The spectrum is allocated as follows: 
• 40 Analog channels at 54 to 550 MHz. 
• 63 Digital 256 Quadrature Amplitude Modulation (QAM) channels at 225 to 870 

MHz. 
• One Quadrature Phase-Shift Keying (QPSK) Out of Band (OOB) channel at 71 to 125 

MHz. 

7.5.18 
EDG-000940 L O 

18 Traffic Engineering 

18-1 Bandwidth required per subscriber must be in compliance with the requirements in this 
section and additional DoD regulations as applicable. 

7.5.19 
EDG-000950 L R 

19 VLAN Design and Configuration 

19-1 VLAN Design and Configuration for all PON networks must be in compliance with 
Distribution and Access Layer Network Elements as defined in this section. 

7.5.20 
EDG-000960 

L/T 
14a, 14b R 
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Table 3-5.  PON Products Capability/Functional (Continued) 
 

20 Power Backup 

20-1 

To meet Chairman of the Joint Chiefs of Staff (CJCS) requirements, the PON network 
must be in compliance with the requirements in this section. Required or Optional 
adherence shall be based on whether the PON Network Element is being placed into an 
ASLAN or a Non-ASLAN. 

7.5.21 
EDG-000970 
Site-specific 

L 

R 
O-non-
ASLAN 

PON 
21 Availability 

21-1 
Availability of a PON network will be determined the same as for active Ethernet 
networks as defined in this section. PON Network Elements that are utilized in ASLANs 
and non-ASLANs must meet the availability requirements for the appropriate LAN. 

7.5.22 NA  

21-2 
If the PON system supports GPON, then it may optionally support Type B PON 
Protection as defined in ITU-T G.984.1 3/2008 to provide increased reliability for all 
services carried on the PON, including data. 

7.5.22 
EDG-000980 L O 

22 Redundancy 

22-1 

The PON product shall have no single point of failure that can cause an outage of more 
than 96 IP telephone subscribers. It should be noted that a PON may be used with a single 
point of failure for more than 96 subscribers if 96 or less are IP telephone subscribers 
(i.e., 50 data, 20 video, and 50 IP telephony = 120 subscribers). 

7.5.23 
EDG-000990 

L/T 
1, 2, 3, 4, 

5, 6, 7 

R 
O-non-
ASLAN 

PON 

22-2 

If redundancy is met through single product, the following requirements are applicable: 
• Dual Power Supplies. The platform shall provide a minimum of two power inputs 

each with the power capacity to support the entire chassis. Loss of a single power 
input shall not cause any loss of ongoing functions within the chassis. 

• Dual Processors (Control Supervisors). The chassis shall support dual control 
processors. Failure of any one processor shall not cause loss of any ongoing functions 
within the chassis (e.g., no loss of active calls). Failure of the primary processor to 
secondary must meet 5-second failover without loss of active calls. 

• Redundancy Protocol. PON equipment shall support a protocol that allows for 
dynamic rerouting of IP packets so that no single point of failure exists in the PON 
that could cause an outage to more than 96 IP subscribers. It should be noted that a 
PON may be used with a single point of failure for more than 96 subscribers if 96 or 
less are IP telephone subscribers (i.e., 50 data, 20 video, and 50 IP telephony = 120 
subscribers). Redundancy protocols will be standards based as specified in this 
document. 

• Backplane/Bridging Redundancy. Bridging platforms within the PON shall support a 
redundant (1+1) switching fabric or backplane. The second fabric’s backplane shall be 
in active standby so that failure of the first shall not cause loss of ongoing events 
within the OLT. 

NOTE:  In the event of a component failure in the network, all calls that are active shall 
not be disrupted (loss of existing connection requiring redialing) and the path through the 
network shall be restored within 5 seconds. 

7.5.23.1 
EDG-

0001000 

L/T 
1, 2, 4, 5, 

6, 7 
O 

22-3 

In the case where a secondary product has been added to provide redundancy to a primary 
product, the failover over to the secondary product must not result in any lost calls. The 
secondary product may be in “standby mode” or “active mode,” regardless of the mode of 
operation the traffic engineering of the links between primary and secondary links must 
meet the requirements provided in Section 7.5.19, Traffic Engineering. 
NOTE:  In the event of a primary product failure, all calls that are active shall not be 
disrupted (loss of existing connection requiring redialing) and the failover to the secondary 
product must be restored within 5 seconds. 

7.5.23.2 
EDG-

0001010 

L/T 
1, 3, 5, 6, 

7 
O 

23 Survivability 

23-1 For PON Survivability, the PON shall support a Layer 2 Dynamic Rerouting protocol. 
Failover shall occur in no more than 1 second. 

7.5.24 
EDG-

0001020 

L/T 
18 R 

24 Summary of PON Requirements by Subscriber Mission 

24-1 

The PON Network Elements shall meet the same requirements as specified in Table 7.1-1, 
Summary of LAN Requirements by Subscriber Mission, as applicable for the LAN the 
Network Element will be included within to include meeting the IPv6 requirements as 
defined in Section 5, IPv6.  

7.5.25 
EDG-

0001030 

L/T 
16 R 
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Table 3-5.  PON Products Capability/Functional (Continued) 
 

24-2 

Table 7.1-1. Summary of LAN Requirements by End User Mission Category  
 
 SUBSCRIBER MISSION 

CATEGORY  
 

REQUIREMENT ITEM F/FO I/P R NON-MISSION 
CRITICAL 

ASLAN High  R  P  P  P  
ASLAN Medium  NP  P  P  P  
Non-ASLAN  NP  NP  N  P  
Redundancy (including 
diversity)  

R  R  NR  NR  

Battery Backup  8 hours  2 hours  NR  NR  
Single Point of Failure 
User > 96 Allowed  

No  No  Yes  Yes  

Availability  99.999  99.997  99.9  99.8  
 

Table 7.1-1 L/T 
16 

 
 

24-3 The PON shall meet all IPv6 requirements applicable as defined for a LAN access switch 
(Table 5.2-6, LAN Switch). 

7.5.25 
EDG-

0001030 
L R 

24-3 

1981  Path MTU Discovery for IPv6  IP6-000090 L R 
2407  The Internet IP Security Domain of Interpretation for ISAKMP  IP6-000860 L C 
2408  Internet Security Association and Key Management Protocol (ISAKMP)  IP6-000870 L C 
2409  The Internet Key Exchange (IKE)  IP6-000840 L C 
2460  Internet Protocol, Version 6 (v6) Specification  IP6-000060 L C-2 
2464  Transmission of IPv6 Packets over Ethernet Networks  IP6-000070 L R-3 

2474  Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 
Headers  EDG-001180 L R-4 

3168  The Addition of Explicit Congestion Notification (ECN) to IP  EDG-001230 L C 
3411  An Architecture for Describing SNMP Management Frameworks  IP6-000930 L C 
3412  Message Processing and Dispatching for the SNMP  IP6-000940 L C 
3413  Simple Network Management Protocol (SNMP) Applications  1P6-000950 L C 
3986  Uniform Resource Identifier (URI): Generic Syntax  EDG-001020 L C 
4007  IPv6 Scoped Address Architecture  1P6-000160 L R 
4022  Management Information Base for the Transmission Control Protocol (TCP)  1P6-000970 L C 
4087  IP Tunnel MIB  1P6-000970 L C 
4109  Algorithms for Internet Key Exchange Version 1 (IKEv1)  1P6-000910 L C 
4113  Management Information Base for the User Datagram Protocol (UDP)  IP6-000980 L C 
4291  IP Version 6 Addressing Architecture  IP6-000150 L R 
4292  IP Forwarding MIB  EDG001000 L C 
4293  Management Information Base for the IP  IP6-000920 L C 
4301  Security Architecture for the Internet Protocol  IP6-000919 L C 
4302  IP Authentication Header  IP6-000880 L C 
4303  IP ESP  IP6-000820 L C 
4443  Internet Control Message Protocol (ICMPv6) for the IPv6 Specification  IP6-000520 L R 
4807  IPSec Security Policy Database Configuration MIB  EDG-001010 L C 

4835  Cryptographic Algorithm Implementation Requirements for ESP and 
Authentication Header (AH)  IP6-000900 L C 

4862  IPv6 Stateless Address Autoconfiguration  1P6-000420 L C 
5095  Deprecation of Type 0 Routing Headers in IPv6  IP6-000060 L C 
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Table 3-5.  PON Products Capability/Functional (Continued) 
 

 
NOTES: 
1.  The UCR Reference includes the UCR 2013 paragraph and specific requirement ID number. 
2.  The LoC/TP ID column denotes whether a requirement is met by an LoC, Test, or both.  If the requirement requires test, the UCTP test ID. 
 
LEGEND: 
ANSI American National Standards Institute 
ASLAN Assured Services Local Area Network 
BPON Broadband PON 
C Conditional 
DoD Department of Defense 
DS Differentiated Services 
DSCP Differentiated Services Code Points 
DTE Data Terminal Equipment 
E2E end-to-end 
EPON Ethernet PON 
Esp Encapsulating Security Payload 
Gbps Gigabits per second 
GEPON Gigabit Ethernet PON 
GIG Global Information Grid 
GPON Gigabit PON 
HTTP HyperText Transfer Protocol 
HTTPS HyperText Transfer Protocol Secure 
IAW In Accordance With 
ID Identification 
IEEE Institute of Electrical and Electronics Engineers 
INCITS International Committee for Information Technology 

Standards 
IP Internet Protocol 
IPv4 Internet Protocol version 4 
IPv6 Internet Protocol version 6 
ITU International Telecommunications Union 
L LoC Item 
LAN Local Area Network 
LoC Letter of Compliance 
 

 
 
Mbps Megabits per second 
MDI Media Dependent Interface 
MHz MegaHertz 
ms milliseconds 
nm nanometer 
NM Network Management 
NMS Network Management System 
NNI Network-to-Network Interface 
NRT Near Real Time 
O Optional 
OLT Optical Line Terminal 
ONT Optical Network Terminal 
ONU Optical Network Unit 
OSI Open Systems Interconnect 
PON Passive Optical Network 
R Required 
RFC Request For Comments 
RFoG Radio Frequency over Glass 
RMON Remote Monitoring 
SNMP Simple Network Management Protocol 
SUT System Under Test 
T Testable Item 
TIA Telecommunications Industry Association 
TP Test Plan 
UCR Unified Capabilities Requirements 
UNI User Network Interface 
VLAN Virtual Local Area Network 
WAN Wide Area Network 
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